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Abstract

Nearly every recent image synthesis approach, including diffusion, masked-token
prediction, and next-token prediction, uses a Transformer network architecture.
Despite this common backbone, there has been no direct, compute controlled
comparison of how these approaches affect performance and efficiency. We analyze
the scalability of each approach through the lens of compute budget measured
in FLOPs. We find that token prediction methods, led by next-token prediction,
significantly outperform diffusion on prompt following. On image quality, while
next-token prediction initially performs better, scaling trends suggest it is eventually
matched by diffusion. We compare the inference compute efficiency of each
approach and find that next token prediction is by far the most efficient. Based on
our findings we recommend diffusion for applications targeting image quality and
low latency; and next-token prediction when prompt following or throughput is
more important.

1 Introduction

Following the work of [Peebles and Xie| [2023]], deep image synthesis, including diffusion [Sohl;
Dickstein et al.| 2015, |Song and Ermonl, [2019} [Song et al., [2020, |[Ho et al., 2020, Rombach et al.,
2022, [Esser et al.,2024], masked-token prediction [Chang et al., 2022, [2023| |Villegas et al., 2022, |Yu
et al.,2024]], and next-token prediction [Gafni et al., 2022, |Yu et al.| 2022b|, [Esser et al., [2021]], are all
build on a common Transformer architecture [[Vaswani et al., 2023]]. Although these approaches are
all known to scale well with compute and data, there has been relatively little controlled comparisons
of their relative training and inference efficiency. Comparing these latent image synthesis approaches
is challenging since the objectives they optimize often have different requirements which limit the set
of applicable modules for each approach and influence their optimal configurations. For example,
next-token prediction requires discrete input data which makes it unfit for continuous latent space
regularization advances. In fact, latent image synthesis will be strongly influenced by the state of
autoencoding research, often in an unbalanced way. Examples of this can be found in Section 2]

In this paper, we measure the computational tradeoffs between popular transformer-based latent image
synthesis approaches - diffusion, masked-token prediction, and next-token prediction. We investigate
the impact of the autoencoder, which encodes the latent space, on generative results and train a large
grid of models with the different approaches, model sizes, and dataset sizes. Samples from some of
our most capable models can be found in Figure[] Our findings indicate that (i) at smaller compute
budgets, next-token prediction yields the best image quality but scaling trends suggest it is eventually
matched by diffusion. (ii) Token-based approaches achieve superior controllability. (iii) The quality
of the autoencoder impacts the FID more than the CLIP score of diffusion models trained on its
latent space. (iv) We find preliminary evidence for improved diffusion training practices. Based
on our findings, we recommend diffusion models for applications targeting low latency and high
image quality; and next-token prediction for applications where prompt following and throughput are
priorities.
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Figure 1: Images generated using our best models. Top row is from a next-token prediction model,
bottom row is from a diffusion model. Both models are XL size and trained for 500k steps.

2 Related Work

Scaling transformer-based generative models. Scaling compute budgets for transformer based
generative models is a predictable method for improving performance. |Kaplan et al.|[2020]], Hoffmann
let al.| [2022], [Clark et al.|[2022]] showed that for text, final training loss can be accurately predicted
as a power law of training compute which depends on model size and dataset size. Following those
practices many capable text generation models were trained [Touvron et al., 2023} [Brown et al.| 2020

Rae et al.L 2022]. Similar results have been found for vision [Zhai et al., 2022, |Alabdulmobhsin et al.
2024, [Esser et al., 2024, [Dehghani et all,[2023]] and even mixed modal data [Aghajanyan et al.,[2023].

We follow these intuitions and analyze image synthesis performance as a function of compute budget.

Latent generative modeling. Training latent generative vision models has emerged as an efficient
alternative to the computationally intensive modeling of high-dimensional pixel space. Studies have
demonstrated the advantages of imposing specific structural regularizations within the latent space
for enhancing the performance of various generative models. For instance, [Rombach et al.| [2022]]
observed that latent diffusion models operating in VAE-style Kingma and Welling|[2022] latent spaces,
when regularized towards a standard Gaussian structure, outperform models trained with alternative
regularization techniques. |Yu et al.| [2024], Mentzer et al.| [2023]], [Yu et al.| [2022a] have shown
that simplifying vector quantization methods can mitigate common issues such as poor codebook
utilization and enhancing the transfer between autoencoder reconstruction quality and downstream
generative model performance for token-based approaches. demonstrated that
employing hierarchical next-scale latents enables transformers using next token prediction to leverage
their in-context learning capabilities more effectively, significantly improving performance.
[2024] use image latents dynamically sized based on their information content which allows
generative models to allocate more computational resources to complex samples, as these will contain
more tokens. We minimize potential bias coming from autoencoding asymmetries by studying the
impact of the autoencoder on the generative model trained on top of it.

3 Background

Autoencoding To train latent generative models, we establish an encoder-decoder pair (€, D).
For an image x € RT*Wx3 the encoder maps x to a latent representation z = &(x), where
z € RH/FxW/fxe and f = 2mEN represents the factor of dimensionality reduction. The decoder
then reconstructs & = D(z), aiming for high perceptual similarity to x, effectively making z a
perceptually compressed representation of the input. To avoid high-variance latent spaces and ensure
structured representations, we employ regularization methods classified into two main types: discrete
and continuous. The regularization function q for a continuous regularizer maps R — R?, while a
discrete regularizer maps q : R? — {0,1,2,..., N}, making the latent space finite. In the following
subsections we use z € R**? to denote the flattened representation output by the encoder &. p(z) is
the latent data distribution we are interested in estimating using our generative models. We recover
images by inputting sampled latents into the corresponding decoder D.

Next token prediction In the context of sequences of discrete tokens represented as z €
{0,1,2,..., N}*, we employ the chain rule of conditional probability to decompose the target
distribution into a product of conditional distributions which are tractable since the range of z; is
finite. To model this distribution, we use a neural network f, parameterized by weights 6. The



parameters are optimized by minimizing the negative log-likelihood £ .
n
p(z) = Hp(zi|2i—17 ey 21) Lyt = Ei[-log p(zi|2<i; 0)] ()
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Sampling from our learned distribution begins with an empty sequence (in practice, a "start of text"
token is sampled with 1.0 probability). We then sample the first token unconditionally and append it

to our sequence. The process continues by iteratively evaluating the conditionals and sampling from
them, with each step increasing the sequence length by one.

Masked token prediction Masked token prediction is a form of iterative denoising and can
be viewed as a discrete diffusion process. In this process, tokens progressively transition to an
absorbing [MASK] state according to a probability defined by a noise schedule y(¢) € (0, 1] where
t ~ U(0,1). This transition can also be mathematically expressed as a product of conditionals,
except in a perturbed order o, and implemented as a neural network. Here, o (i) is a surjective
function mapping [0, N] — [0, N]. We follow (Chang et al.|[[2022} |2023] where o(i) = o(i,t)
such that p(o(i,t) < j) = v(t) meaning the likelihood a token can be attended to is independent
of position. In this formulation, we utilize a truncated arccos distribution for our noise schedule:
() =2(1- t2)=2. To apply this method, we generate a mask tensor M € {0, 1}* by sampling
t ~ U(0, 1) and m; ~ Bernoulli((t)). The tensor M is applied elementwise to the latents, replacing
z; with the [MASK] token if m; = 1; otherwise, z; remains unchanged. Denote the resultant noised
sequence as z)s. The network is then trained to minimize the masked token loss £ ;7.

p(z) = H (2520 (i)<;5) Loyt = Ei m,=1[—log p(zi| 237 6)] ()
i,0(i)=3j
Sampling from the distribution starts with a fully masked sequence and iterates through a discretized
noise schedule t; = i/N over N desired steps. At each step, the model estimates p(z|zy;) for
sampling, followed by re-noising using y(¢;11). This iterative re-noising and sampling process is
repeated N times to yield the final sample.

Diffusion We adopt the flow matching framework outlined by |[Lipman et al.| [2023]], focusing on
models that map samples from a noise distribution p; to a data distribution py using continuous
trajectories governed by an ordinary differential equation (ODE). Furthermore, we enforce straight
paths between the terminal distributions (by setting c; = 1 — ¢ and [3; = t) since this has been shown
to perform well at scale [Esser et al., 2024]].

doi(x) = vi(Pr(x)) dt $o(z) =z 2 =aiwo + Be, e~ N(0,1)  (3)

Here, v; : [0,1] x RY — R? represents a time-dependent vector field, which we aim to parameterize
using a neural network @ and ¢, : [0, 1] x R? +— R? is the flow. To optimize our weights, we regress
the vector field u;, which generates our paths z; by employing conditional flow matching which we
reformulate as a noise-prediction objective Lo pps. Sampling is performed by using an ODE solver
to solve Equation in reverse time, utilizing our trained neural network vg (z, t).

1
Leorm(xo) = Etwu(t),e~N(0,1) m”69(ztvt) - €||2

4 Experimental Setup

Data We train both the autoencoders and the generative models on a large web dataset of image
and text pairs at 256x256 resolution. For the conditioning we use the pooled text embedding of the
OpenCLIP bigG/14 model from|Cherti et al.|[2022]. Once the autoencoders are trained we pre-encode
the entire dataset with them for improved training speed.

Evaluation metrics Since we are in the infinite data regime, we look at the final train loss and do
not compare across objectives since the losses represent different quantities. We also look at CLIP
score [Radford et al.| 2021} |[Hessel et al.l 2022]] and FID computed on CLIP features [Sauer et al.,
2021] based on the decoded samples & = D(z).



Regularizer Latent space capacity rFID ({)

Model size Layers N  Hidden sized Heads

KL 16 channels 1.060
KL 8 channels 1.560 i/{ éi 170622 ié
KL 8 channels 2.856

L 24 1536 16
KL 4 channels 2.410 XL 32 2304 32
LFQ 16384 vocabulary 2.784

Table 2: Transformer configurations. Base trans-

Table 1: Autoencoders. Reconstruction met- former hyperparameters for models we train. Com-
rics for differently regularized and trained autoen- 16 across all approaches

coders (downsampling f = 8). "es" is early stop-
ping to match the LFQ autoencoder.

Autoencoding We study well-established autoencoder configurations that have proven effective
without special handling for each data type. We adhere to the training and architectural guidelines
provided by Rombach et al.|[2022]. Each autoencoder is trained with a downsampling factor f = 8§,
reducing 256 x 256 images to a 32 x 32 grid of latents. For continuous variants, q(z) implements a
KL penalty aiming towards the standard normal distribution [Kingma and Welling| |2022| Rombach
et al.| 2022, while for discrete variants, we utilize lookup-free quantization (LFQ) [Yu et al., 2024].
Further details on the selection of discrete regularizers are available in Appendix [A] To circumvent
potential challenges associated with large vocabulary sizes, as highlighted by Yu et al.| [2024]], our
LFQ-regularized autoencoder is trained with a vocabulary size of 16384 [Esser et al.,|2021]]. Assessing
the comparability of autoencoders is difficult since there are many variables of interest such as the (1)
information capacity of the latent space; (2) compute used to train the autoencoder; (3) reconstruction
quality achieved by the autoencoder. To explore the influence of these factors on the performance of
generative models, we train a set of autoencoders similar to those in |[Esser et al.|[2024]], which exhibit
a range of information capacities and reconstruction qualities. Additionally, we experiment with
targeting specific reconstruction qualities, irrespective of other factors, by training a KL-regularized
autoencoder with early stopping to match the reconstruction quality of our discrete autoencoder
within a certain threshold ¢|'] Table[1]provides detailed information about the autoencoders.

Autoencoder ablation. We train an L-size diffusion model on top of the latent space of each
continuous autoencoder. We then evaluate the models using the metrics described in Section [4]and
plot them against the number of training steps. Results are shown in Figure 2] We find that the
autoencoder’s reconstruction quality has a consistently significant impact on the FID score, while its
effect on the CLIP score diminishes with larger dataset sizes, where the models tend to yield similar
results. This trend likely emerges because improvements in autoencoder quality enhance perceptual
reconstruction metrics similar to FID, rather than affecting language or semantic capabilities. Upon
examining the number of channels in the autoencoders, our findings concur with those reported by
Esser et al|[2024], indicating that leveraging larger and better latent spaces requires more compute
and model capacity. Additionally, the model trained on our early-stopped autoencoder’s latent space
performed significantly worse than the 4-channel autoencoder, which achieves similar reconstruction
quality. This confirms the importance of latent space structure for overall performance. Building on
these insights, we have chosen to use the 4-channel autoencoder for our main diffusion experiments.
This model most closely matches the latent space capacity and reconstruction quality of our discrete
autoencoder, while also ensuring that the latent structure is adequately developed to support the
diffusion model trained on it. Although more advanced autoencoders have been developed—such
as those featuring increased channel counts or expanded codebook sizes—our primary focus in this
study is to maintain comparability across objectives.

4.1 Network Architecture

Backbone. We opt for the transformer architecture as our primary network backbone, recognizing
its capability to scale effectively with computational resources and its status as the state-of-the-art
(SOTA) across all evaluated approaches. Configuring a transformer involves many decisions, such as
choosing normalization methods, feed-forward layer configurations, positional embedding schemes,

Discrete autoencoders typically have worse reconstruction qualities since the information bottleneck is
tighter. This can be shown by comparing log(codebook size) to num_channels * sizeof(dtype) for common
values of these quantities. In our case we needed to stop at 75k steps vs. 1M for the discrete autoencoder.
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Figure 2: Impact of autoencoder quality on diffusion models. We train L-size diffusion models on
our set of continuous latent space autoencoders. The choice of autoencoder has more impact on FID
than CLIP score. Effectively using a larger latent space requires more compute and model capacity.

Model n-parameters (%) Forward TFLOPs Objective  Conditioning FID CLIP
DiT-S 131.13 M (97.2%) 0.2133 NT adaL.Nzero 83.052  0.2213
DiT-M 459.19 M (98.7%) 0.7234 NT in context 88.176  0.2041
DiT-L 1031.67 M (98.8%) 1.5485 NT cross attention  92.852  0.2062
DiT-XL 3083.69 M (99.2%) 4.4901

NT/MT-S  153.73 M (82.9%) 0.2261 MT adalNzero  97.021  0.2164
NT/MT-M 494.56 M (92.9%) 0.6631 MT in context 100.646  0.1925
NT/MT.L 1072.14 M (95.1%) 1.3421 MT cross attention  103.221  0.1960
NT/MT-XL  3137.29 M (97.5%) 3.7166

Table 4: Conditioning method ablation. Results
Table 3: Model forward pass costs. Number of for different objectives and conditioning methods.
parameters and FLOPs used in each forward pass adalLNzero conditioning is used for the remainder
for all models we trained. DiT - Diffusion Trans- of experiments. NT - Next-token; MT - Masked-
former; NT - Next-token; MT - Masked-token token.

conditioning methods, and initialization strategies. Given the prohibitive cost of exploring all possible
hyperparameters, we adhere to established practices in recent studies.

Design differences. For approaches utilizing discrete representations, we primarily follow the
configurations used in the LLaMa model [Touvron et al.| 2023|], incorporating SwiGLU feed-forward
layers with an expansion ratio of %4 and rotary positional embeddings [Su et al.| |2023||]. An exception
is made for masked token prediction, where learned positional embeddings are preferred to address
positional ambiguities that degrade performance near the center of the image. For continuous
representation approaches, we align with diffusion transformers [Peebles and Xiel 2023]], employing
GELU feed-forward layers with an expansion ratio of 4 and learned positional embeddings. All
models use QK-normalization [Dehghani et al., 2023]] for better training stability.

Conditioning ablation. We choose to ablate the conditioning method, as it significantly impacts the
computational cost of model operations. Adaptive layer normalization (AdaLLN) [Perez et al.,[2017]]
has shown promise in latent image synthesis for both continuous [Peebles and Xiel |2023]] and discrete
[Tian et al.l 2024] settings. To validate this choice in the discrete context, we conduct small-scale
ablations on S-size models, comparing AdaLLNzero [Peebles and Xiel 2023, with two other common
conditioning methods: prepending a projected embedding in the context of the transformer and
cross-attention. The outcomes of these ablations are presented in Table ] informing our choice of
conditioning method for subsequent experiments.

Compute cost. To assess the computational cost of each model, we first standardize a set of
hyperparameters across all transformers, detailed in Table 2] We then calculate the forward pass
FLOPs for a single sample (a sequence of 1024 embeddings) for each approach and model size,
and present them in Table (3] Assuming the backward pass is twice the cost of the forward pass, we
compute the training FLOPs for each model as (1 4 2) x (forward FLOPs) x D, where D represents
the total number of training samples.

4.2 Training

Each approach also has associated training hyperparameters which past work has found to work well
and for the same reasons as stated in we follow them.



Optimization and conditioning. For diffusion experiments we follow Esser et al.|[2024]] and use a
constant learning rate schedule with a maximum value of 1~*. For next and masked token prediction
we use a cosine decay learning rate with a maximum value of 32 which decays down to 37°. All
models have a linear learning rate warmup lasting 1000 steps up to the maximum value. We use
the AdamW [Loshchilov and Hutter, [2019]] optimizer with 81 = 0.9, 82 = 0.95, decay=0.01, and
epsilon=1e-15 for improved transformer training stability [Wortsman et al.,2023]]. All models are
trained at bf16-mixed precision [Chen et al.| 2019]. We intend to use classifier free guidance (CFG)
[Ho and Salimans|, |2022]] during sampling so we randomly drop conditioning 10% of the time during
training. Since its inexpensive and does not influence training, for all models, we store a copy of the
model weights which gets updated every 100 training batches with an exponential moving average
(EMA) using a decay factor of 0.99 and during evaluation we evaluate both sets of weights.

Training steps. For each objective and model size we scale to at least 250k training steps with a
batch size of 512. For diffusion we decide to go up to 500k steps since constant learning rate schedule
allows more flexibility with dataset sizeﬂ Occasionally we train models for longer to attempt to
illustrate convergence or crossing points.

4.3 Sampling

Classifier free guidance. Ho and Salimans|[2022] introduced it in diffusion models as an elegant way
of trading off diversity for fidelity and has been demonstrated to improve results for all approaches
we consider in this study [[Chang et al.| 2023} |Gafni et al.} 2022, Ho and Salimans| [2022]]. We use it
here in the form

g = (14 w)z. — wa, )

where w is the guidance scale. For diffusion x will be the position in the denoising trajectory and for
token based methods z is the logit distribution at a given timestep.

Hyperparameters. For our diffusion models we follow [Esser et al.|[2024]] and use 50 sampling steps
with a CFG scale of 5. Since the conditioning and input data is slightly different we also perform a
small sweep around those parameters to confirm they are still optimal. For the token based models we
could not find good resources on reasonable sampling hyperparameters so we perform small sweeps
for S-size models to find the best configurations and verify the robustness of those values for larger
models. Common between them, we use nucleus sampling [Holtzman et al.|[2020] with a top-p value
of 0.9 and a temperature of 1.0. For next token prediction and masked token prediction we use CFG
scales 8 and 5 respectively. For masked token prediction we perform 10 sampling steps.

5 Results

5.1 Training tradeoffs

For all models, we measure our evaluation metrics every 50k steps of training and plot them in log
scale against the log of training compute. Figure 3| presents this for FID and CLIP score. There we
can see that for FID, next token prediction starts out more compute efficient but scaling trends suggest
that its eventually matched by diffusion. When looking at CLIP score we see that token prediction is
significantly better than diffusion, implying the models generate images that follow the input prompt
better. This could be a feature of using more compressed latent spaces which is supported by Figure
[2]where the 4 channel continuous autoencoder outperforms both the 8 and 16 channel autoencoder on
CLIP score near the end of training. This is also supported in Figure[7] with interpretable features
like human faces emerging sooner in the token based methods. Extending a finding from Mei et al.
[2024]], we observe that, for all approaches studied, smaller models trained for longer often surpass
larger models. In Figure [d] we show the final training loss of each model against training compute
to show that it follow similar scaling trends to what has been shown in past work on scaling deep
neural networks, briefly described in Section[2] Samples from the most capable XL sized next-token
prediction and diffusion models can be found in Figure

*With a decaying learning rate, each dataset size we want to study requires a separate run from scratch
whereas for constant learning rate schedules you can simply continue from a past checkpoint
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Figure 3: Training compute efficiency on perceptual metrics. Performance on CLIP and FID
scores for various models and dataset sizes across different image synthesis approaches. On FID,
next-token prediction is initially the most compute-efficient but scaling trends suggest it is eventually
matched by diffusion. Token-based methods significantly outperform diffusion in CLIP score. Both
axes are in log scale.
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Figure 4: Training compute efficiency on final loss. All objectives follow predictable scaling trends.
Right plot shows the difference in loss scale between diffusion models trained on top of different
autoencoders. FLOPs axis is in log scale.

5.2 Inference tradeoffs

Inference cost. We evaluated all models trained for 250k steps to understand the impact of inference
FLOPs on perceptual metrics. To adjust the number of inference FLOPs for a single model, we
varied the number of sampling steps, applicable only to iterative denoising methods like masked
token prediction and diffusion. As shown in Figure[5] next-token prediction demonstrates far greater
inference compute efficiency compared to other objectives. This efficiency arises because when using
key-value caching, sampling N tokens autoregressively uses the same amount of FLOPs as forwarding
those N tokens in parallel once. However, for iterative denoising methods, this value is multiplied by
the number of sampling steps. Interestingly, despite being trained for iterative denoising, the number
of steps in masked token prediction appears to have minimal impact on sample quality.

Sampling latency and throughput. While next-token prediction requires much less compute per
sample, the autoregressive dependency of each token causes it to be data bound when few queries
are being processed in parallel which results in high latency. Conversely, bidirectional denoising
approaches utilize a more parallel sampling process which, despite its high cost, facilitates low
latency especially in low-volume settings with models that fit on local devices [Chang et al., [2022].
For high-volume sampling, where throughput becomes more important, such as serving many users
via an API, next token prediction could use a batching algorithm to maximize GPU utilization by
choosing batch sizes inversely proportional to sequence lengths. The effectiveness of this method
is ensured by the fact that, for next-token prediction image synthesis, all responses are the same
length so you can easily plan your batches ahead. This way, for high-volume sampling, next-token
prediction would enjoy the same benefits over the other approaches as presented in the cost section
above but for sample throughput.
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Figure 6: Impact of EMA. EMA significantly improves FID for diffusion models but hurts token
based approaches. On CLIP score the effect on diffusion models stays consistent however for token
based methods the influence is negligible.

5.3 EMA ablations

Among the various training practices distinguishing these methods, the use of an exponential moving
average (EMA) on the model weights stands out. In the diffusion literature [Karras et al., 2024}
2022 |Peebles and Xie, 2023, [Esser et al., 2024] EMA is an essential component of the training
pipeline. In contrast, this practice has not received equivalent attention in other approaches. The
differential impact of EMA is evident in Figure[6] For token-based approaches, the influence of EMA
is either negligible or, in some cases, harmful, whereas for diffusion models, it is beneficial almost
universally. We hypothesize that the impact of EMA may be linked to the learning rate schedule,
where decaying schedules similarly minimize weight variation towards the end of training. To test
this hypothesis, we conducted an ablation study on an M-sized next-token prediction and diffusion
model trained over 250k steps. Our findings verify our hypothesis that EMA enhances performance
under a constant learning rate schedule; however, it does not exceed the improvements seen with
a cosine decay learning rate schedule. This implies that future diffusion models should consider
substituting the EMA for a cosine decay learning rate schedule if they are willing to pay the cost of
decreased training length flexibility. Results from this ablation study are presented in Table 5]

5.4 Limitations

Our analysis has several limitations which result from resource limitations and project scope. We
only investigate pretraining whereas most production systems utilize a progression of pretraining,
finetuning, and distillation stages. We do not investigate high resolution images. We only measure
loss and perceptual metrics and leave out an analysis of utility for potential downstream tasks. There
are many others approaches that we leave out such as other discrete diffusion approaches [Austin et al.|
2023, Pernias et al.| 2023]], causally masked token prediction [|[Aghajanyan et al.,[2022]], and many
more. We choose most hyperparameters by following past work instead of exhaustively sweeping



Objective LR schedule EMA FID CLIP

Next-token constant X 81.976  0.2208
Next-token constant v 79.571  0.2230
Next-token cosine X 75.715  0.2256
Next-token cosine v 76.404  0.2257
Diffusion constant X 74.087 0.2153
Diffusion constant v 71.789  0.2166
Diffusion cosine X 69.284  0.2195
Diffusion cosine v 69.468 0.2192

Table 5: EMA and learning rate schedules. EMA on model weights improves results under a
constant learning rate schedule but does not exceed the gains from using a cosine decay schedule.
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Figure 7: Increasing training compute improves sample quality for all approaches. For each

approach and prompt we sample an image with all combinations of S, M, L model sizes and 50k,
150k, 250k dataset sizes. Going down or right in the 3x3 increases dataset and model size respectively.

to find the best configurations. And finally, we do not compare approaches using the best possible
autoencoders.

6 Conclusion

We conduct a compute-controlled analysis comparing transformer-based diffusion, next-token pre-
diction, and masked-token prediction latent image synthesis models. Our findings indicate that
token based methods, led by next-token prediction, achieve superior CLIP scores, indicating greater
controllability. In terms of FID, and therefore image quality, while next-token prediction is much
better at low training compute scales, scaling trends suggest it is eventually matched by diffusion.



We find that next token prediction has, by far, the best inference compute efficiency but this comes at
the cost of high latency in low data intensity settings. Based on our findings recommend diffusion
models when image quality and low latency is important; and next-token prediction for better prompt
following and throughput.
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Supplementary

A Discrete regularizers

To select a simple but performant vector quantization method for our discrete latent space, we
compare the classic vector quantization (VQ)|van den Oord et al.|[2018]] without additional complexity
like codebook reinitialization, lookup free quantization (LFQ) [Yu et al.| [2024]], and finite scalar
quantization (FSQ) Mentzer et al.|[2023]]. While training these autoencoders we observe interesting
differences in training dynamics with multiple crossing points between FSQ and LFQ for certain
metrics. We present those in Figure [§]| where we can see that FSQ often takes the lead in the beginning
phases of training but eventually gives it up to LFQ. We can also see that both of these methods
outperform classic VQ which struggles without additional aids.
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Figure 8: Perceptual reconstruction metrics for various discrete regularization methods. Classic
vector quantization (VQ) struggles without tricks like codebook reinitialization. LFQ and FSQ
have different training dynamics, often trading the lead in the beginning phases of training which is
highlighted by the red X’s.
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